


predictors are denoted SG, SY, and SG+Y, respectively.
In addition, we consider a buy-and-hold strategy,
denoted SBH. We then compare SG against SBH, as
well as SG+Y against SY, to examine incremental wel-
fare gains due to G̃. Speci� cally, we calculate the cer-
tainty equivalent return (CER) values for each month
in the testing sample and then estimate the following
regression: ug,t Š u0,t � � + � t , where ug,t and u0,t repre-

sent realized utilities generated by strategies SG and
SBH or SG+Y and SY, respectively. To examine whether
the incremental utility gains are signi � cant or not, we
test the null hypothesis that � � 0 (denoted H�

0) using
a variant of the Diebold and Mariano ( 1995) test, pro-
posed by Harvey et al. (1997), that accounts for auto-
correlation in the forecasting errors.� 2 reports the annualized CER val-
ues along with the corresponding p-values for H

�
0 (in

angel brackets) with N � 2,3,4,5 for the full sample or
N � 2,5,7,10 for the post-1984 subsample. In each
panel, we consider two risk version levels: � � 3 as

adopted by Campbell and Thompson ( 2008) and Gu
et al. (2020) and � � 5 as adopted by Thornton and
Valente (2012) and Bianchi et al. (2021). We also follow
these studies to limit the portfolio weight on the N-
year bond to lie between 0% and 150%.Results for S

G versus SBH







Panel A of Table 3 reports � nite-sample properties of
test statistics for the full sample. Note from Panels A1
(in-sample) and A2 (out-of-sample) that small-sample
distortions appear more severe under HS1

0 . For in-sample
t-statistics, the “ true” 5% critical value ranges from
3.46–4.47, depending on the bond maturity and standard
errors used; for � R2 (the incremental in-sample R2 due
to Gt), the 95th percentile of its small-sample distribution
is higher than 9%. However, all of these critical values
are substantially lower than actual statistics obtained
from our data sample. Similarly, note from Panel A2 that
there is strong evidence againstHS1

0 . In particular, all sta-
tistics have bootstrapped p-values less than 1%. Also, the
critical value of � R2

oosranges from 11.7% for the � ve-year
bond to 13.6% for the two-year bond. Results reported in
Panels A3 (in-sample) and A4 (out-of-sample) of Table 3
illustrate that under HS2

0 , small-sample distributions of
test statistics show even greater deviations from their

asymptotic distributions. For instance, the critical value
for the HH t-statistics under HS2

0 (Panel A3) is at least 0.8
higher than its counterpart under HS1

0 (Panel A1), with
the biggest difference of 1.29 (� 4:75Š 3:46) for the � ve-
year bond. For out-of-sample tests, the ENC-REG critical
value ranges from 4.02 to 4.36, and the ENC-NEW critical
value can be as high as 52.18 in small samples (Panel A4);
but the critical values are still not large enough to overturn
the asymptotic analysis-based rejection of HS2

0 concluded
in Section 4.4.2.

We � nd similar results for the post-1984 sample
(Panel B of Table 3), although statistics estimated from
the subsample are subject to less severe distortions than
those from the full sample. Particularly, the asymptotic
analysis-based evidence againstHS1

0 and HS2
0 post 1984

(Panel B of Table2) is robust to small samples.
Overall, we draw three conclusions from Table 3.

First, small-sample bias tends to decrease with the



bond maturity. Second, the asymptotic analysis-based
evidence against HS1

0 and HS2
0 (Table 2 and also Inter-

net Appendix IA.B) is too strong to be overturned.
Third, results on descriptive statistics show that none
of the 5,000 arti� cial samples are able to generate a
� R2 or � R2

oosthat exceeds the actual incrementalR2.
We present more robustness analyses in the internet

appendix. Section IA.D shows that model SM(2,3)
provides a more robust test of HS1

0 than does the DGP
proposed in Bauer and Hamilton ( 2018). Section IA.E
conducts the Ibragimov and M üller ( 2010) test of HS1

0
and HS2

0 that is robust to heteroscedasticity, autocorre-
lation, and structural breaks and � nds that among the
� ve yield factors and the SAGLasso factor, the latter is
the only robust bond return predictor. Finally, Section
IA.F examines an alternative version of HS2

0 where the
conditioning variable Zt is the “ cycle” factor of Cieslak
and Povala (2015) given that this factor is spanned.
We � nd that this hypothesis is rejected as well.

To summarize, the results from our � nite-sample
analysis strongly reject the two spanning hypotheses,
suggesting that it is very unlikely for a spanned
MTSM to account for the additional predictive power
of the SAGLasso factor as observed in our sample.

5.3. Testing the Macro-Unspanning Hypothesis
The rejection of the spanning hypotheses with FtH



difference between SM(L ,N ) and USM(L ,N ) mainly
derives from the Q-likelihood. This result, as docu-
mented by Bauer and Rudebusch (2016) for L � 3 with
two macro factors, is not surprising as the restrictions in
HUS

0 are not placed on the P-dynamics of USM(L ,N ).
However, our test results show that the improved yield
curve � tting of SM(L ,N ) over USM(L ,N ) is statisti-
cally insigni � cant, in contrast to Bauer and Rudebusch’s
(2016) � nding. The p-values reported in column (3) indi-
cate that HUS

0 is not rejected by the model-free test either
at the conventional signi � cance level of 5%,� L .

Results in Panel A also suggest that the negative
effect of excluding Ĝ from � tting the yield curve
becomes weaker when N increases. This� nding is not
surprising: Although the higher-order PCs are consid-
ered to be unimportant in explaining cross-sectional
variations in yields, they help � t the term structure
more or less. Thus, when an additional yield factor is
included in the model, the already limited role of Gt in
the cross section becomes more redundant.

To summarize, when the SAGLasso factor is used
as the sole macro factor of an unspanned model, both
the model-based and model-free tests fail to reject the
MUH. As mentioned before, the main reason for this
� nding is that in spite of its strong predictive power
for excess bond returns, the SAGLasso variable is
weakly correlated with yield PCs and is unspanned
(see Section5.4). See Internet Appendix IA.G for more
applications of unspanned models.

5.4. Is the SAGLasso Factor Unspanned?
To examine whether the yield curve can explain the
temporal variation in the SAGLasso factor, we follow

Joslin et al. (2014) and regressGt on N observed yield
PCs:

Gt � � 0 + � 1 · PCo
1ŠN ,t + � t : (14)

To see whether the regressionR2 is low enough to inva-
lidate spanned models, we follow Bauer and Rudebusch
(2016) and evaluate it against its distribution implied
from an N -factor spanned model rather than against
unity. To this end, we consider distributions implied by
“ unconstrained” models as well as “ constrained”
ones and also allow for macro measurement error,
denoted by � f with a standard deviation of � � f

. In contrast,
Bauer and Rudebusch (2016) focus on unconstrained
models with zero � f. Unconstrained models here refer to
MTSMs imposing no constraints on the Sharpe ratio (SR)
of bond returns; such models may imply unrealistic SRs,
as noted in Duffee (2010) and Joslin et al. (2011). MTSMs
with the selected zero restrictions on {� 0, � 1} are referred
to as constrained models and denoted CSM(L ,N ) for
spanned models and CUSM(L ,N ) for unspanned mod-
els, with L being the number of yield factors included in
the model (see Internet Appendices IA.C and IA.G).

Panel B of Table4 reports the empirical R2 value and
its 95% con� dence interval (in brackets underneath) in
column (5), where the interval is based on 5,000 data
sets simulated from constrained model CSM(N -1,N ),
estimated with and without macro measurement
errors, for N � 4,5,6. First, consider the case without
macro measurement errors (� f � 0), a commonly made
assumption in the macro � nance literature (see, e.g.,
Joslin et al. 2014and Bauer and Rudebusch 2016). The
results show that � N , the empirical R2 is around
14.5% and outside of its 95% con� dence interval with a









Table B.1. (Continued)

Series No. Group Mnemonic Description Short name Tran Ĝt Lag Vintage

38 2 CES017 Employees on nonfarm payrolls - durable goods Emp: dble gds 5 1 *
39 2 CES033 Employees on nonfarm payrolls - nondurable goods Emp: nondbles 5 1 *
40 2 CES046 Employees on nonfarm payrolls - service-providing Emp: services 5 1 *
41 2 CES048 Employees on nonfarm payrolls - trade,

transportation, and utilities
Emp: TTU 5 5, 6 1 *

42 2 CES049 Employees on nonfarm payrolls - wholesale trade Emp: wholesale 5 1 *
43 2 CES053 Employees on nonfarm payrolls - retail trade Emp: retail 5 1 *
44 2 CES088 Employees on nonfarm payrolls -� nancial activities Emp: FIRE 5 0, 1, 2, 3 1 *
45 2 CES140 Employees on nonfarm payrolls - government Emp: Govt 5 1 *
46 2 CES151 Average weekly hours of production or

nonsupervisory workers on private nonfar
Avg hrs 1 0, 2 1 *

47 2 CES155 Average weekly hours of production or
nonsupervisory workers on private nonfar

Overtime: mfg 2 1 *

48 2 aom001 Average weekly hours, mfg. (hours) Avg hrs: mfg 1 0, 2 1 *
49 2 PMEMP Napm employment index (PERCENT) NAPM empl 1 0 1 *
50 3 HSFR Housing starts:nonfarm(1947-58);total farm &

nonfarm(1959-)(thous.,SA
HStarts: Total 5 5 1 *

51 3 HSNE Housing starts:northeast (thous.u.)S.A. HStarts: NE 4 2, 6 1 *
52 3 HSMW Housing starts:midwest(thous.u.)S.A. HStarts: MW 4 2 1 *
53 3 HSSOU Housing starts:south (thous.u.)S.A. HStarts: South 4 1 *
54 3 HSWST Housing starts:west (thous.u.)S.A. HStarts: West 4 1, 3 1 *
55 3 HSBR Housing authorized: total new priv housing units

(thous.,SAAR)
BP: total 4 3, 6 1 *

56 3 HSBNE Houses authorized by build.
permits:northeast(thou.u.)S.A

BP: NE 4 0 1 *

57 3 HSBMW Houses authorized by build.
permits:midwest(thou.u.)S.A.

BP: MW 4 1 *

58 3 HSBSOU Houses authorized by build.
permits:south(thou.u.)S.A.

BP: South 4 0,6 1 *

59 3 HSBWST Houses authorized by build.
permits:west(thou.u.)S.A.

BP: West 4 3,6 1 *

60 4 PMI Purchasing managers’ index (SA) PMI 1 1
61 4 PMNO Napm new orders index (PERCENT) NAPM new

ordrs
1 2

62 4 PMDEL Napm vendor deliveries index (PERCENT) NAPM vendor
del

1 2

63 4 PMNV Napm inventories index (PERCENT) NAPM Invent 1 2
64 4 A0M008 Mfrs’ new orders, consumer goods and materials

(bil. chain 1982 $)
Orders: cons gds 5 2

65 4 A0M007 Mfrs’ new orders, durable goods industries (bil.
chain 2000 $)

Orders: dble gds 5 2

66 4 A0M027 Mfrs’ new orders, nondefense capital goods (mil.
chain 1982 $)

Orders: cap gds 5 2

67 4 A1M092 Mfrs’ un� lled orders, durable goods indus. (bil.
chain 2000 $)

Unf orders: dble 5 1

68 4 A0M070 Manufacturing and trade inventories (bil. chain 2000
$)

M & T invent 5 2

69 4 A0M077 Ratio, mfg. and trade inventories to sales (based on
chain 2000 $)

M & T invent/
sales

2 2

70 5 FM1 Money stock: m1(curr,trav.cks,dem dep,other ck’able
dep)(BIL$,SA)

M1 6 1 *

71 5 FM2 Money stock:m2(M1+o’nite rps,euro$,g/p&b/d
mmmfs&sav&sm time dep(BIL$,

M2 6 1 *

72 5 FM3 Money stock: m3(M2+lg time dep,term rp ’s&inst
only mmmfs)(bil$,SA)

M3 6 1 *

73 5 FM2DQ Money supply - M2 in 1996 dollars (BCI) M2 (real) 5 1 *
74 5 FMFBA Monetary base, adj for reserve requirement

changes(MIL$,SA)
MB 6 1

75 5 FMRRA Depository inst reserves:total,adj for reserve req
chgs(MIL$,SA)

Reserves tot 6 1

76 5 FMRNBA Depository inst reserves:nonborrowed,adj res req
chgs(MIL$,SA)

Reserves nonbor 6 1
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Table B.1. (Continued)

Series No. Group Mnemonic Description Short name Tran Ĝt Lag Vintage

77 5 FCLNQ Commercial & industrial loans oustanding in 1996
dollars (BCI)

C&I loans 6 1

78 5 FCLBMC Wkly rp lg com ’l banks:net change com’l & indus
loans(BIL$,SAAR)

C&I loans 1 1

79 5 CCINRV Consumer credit outstanding - nonrevolving(G19) Cons credit-
Nonrevolving

6 1

80 5 A0M095 Ratio, consumer installment credit to personal
income (pct.)

Inst cred/PI 2 1

81 8 FSPCOM S&P’s common stock price index: composite
(1941-43� 10)

S&P 500 5 0

82 8 FSPIN S&P’s common stock price index: industrials
(1941-43� 10)

S&P: indust 5 0

83 8 FSDXP S&P’s composite common stock: dividend yield
(% PER ANNUM)

S&P div yield 2 0

839auXE0.955 FSPIN S&P ’



� ag � 4: the logarithm; � ag � 5: the � rst difference of loga-
rithm; and � ag � 6: the second difference of logarithm.25

We compile our macro data in three steps. First, we
match the panel of 131 series with ALFRED and � nd that
70 of them are included in the latter. For each of the 70
matched series, we collect its latest nine real-time observa-
tions at the end of each month (we do this because some
macro variables need to be transformed to their second-
order log-differences). However, vintage versions of these
70 series are not balanced and go back to 1964 for only 25
series. Nonetheless, only 3 out of the 19 macro variables
eventually selected by SAGLasso do not have their vintage
data available going back to January 1985. Therefore, the
look-forward biases should have a minimum impact, at
least on our results obtained from the post-1984 sample.

Second, for the 45 incomplete series in ALFRED, we � ll
in their missing observations using data over 1964–2007
provided by Ludvigson and Ng ( 2011) and our manually
updated observations from the Federal Reserve Economic
Data and The Conference Board over the post-2007 period.
As for the 61 series not included in ALFRED, these variables
are presumably not subject to revision. 26 We obtain ob-
servations for these 61 series from the aforementioned two
sources. We then adjust all these macro variables for their
publication lags; that is, for each of these time series, we cal-
culate the integer number of months in the time interval
between the end of the period over which it is measured
and its release date. As shown later, such adjustments mat-
ter in our predictability analysis.

Finally, we investigate the time-series properties of these
131 series and determine transformations needed to statio-
narize each of these series. TableB.1 provides a complete

list of the 131 series and, for each series, its data transforms
applied, its publication lag, and the availability of its vin-
tage data.

Column (7) labeled “ Ĝt ” of Table B.1 shows the values
of a � ag indicating which of the 131 macroeconomic series
has a nonzero coef� cient for its contemporaneous and/or
lagged values (up to six) in the SAGLasso regression. The
� ag value of “ 0” corresponds to the contemporaneous
variable; the value of “ � ” denotes lag � (in months),
� � 1,: : : , 6. For instance, macro series #41 (CES048) in
group 2—which measures the employment situation in
the industry sector “ Trade, Transportation, and Utili-
ties”— is selected by the SAGLasso approach and has two
variables (out of seven), the lag-5 and lag-6 values of the
series, included in the SAGLasso macro factor Ĝ. In total,
19 out of the 131 series (30 out of the 917 macro variables)
enter the Ĝ factor. Column (8) labeled “ Lag” reports each
series’ publication lag (in months), which is de � ned as the
time between the end of the period over which the series is
measured and its � rst release date. Note that out of the 131
series, the four in group 8 “ stock market” (#81 through #84)
are the only ones without a publication delay. The last col-
umn, labeled “ Vintage,” indicates which macro series has
vintage data available, where an asterisk denotes those ser-
ies whose real-time series are available and used in our
empirical analysis. Note that out of the 19 series included in
the Ĝ factor and two additional series (#42 and #53)
included in G̃ (the out-of-sample version of Ĝ), the three
commodity price indices (#111 through #113) are the only
series that have no vintage data available in the ALFRED
database. However, given the nature of these three series,
they should not be subject to revision.

Table B.1. (Continued)

Series No. Group Mnemonic Description Short name Tran Ĝt Lag Vintage

114 7 PUNEW CPI-U: all items (82-84� 100, SA) CPI-U: all 6 1 *
115 7 PU83 CPI-U: apparel & upkeep (82-84� 100, SA) CPI-U: apparel 6 1 *
116 7 PU84 CPI-U: transportation (82-84� 100, SA) CPI-U: transp 6 1 *
117 7 PU85 CPI-U: medical care (82-84� 100, SA) CPI-U: medical 6 1 *
118 7 PUC CPI-U: commodities (82-84� 100, SA) CPI-U: comm. 6 1 *
119 7 PUCD CPI-U: durables (82-84� 100, SA) CPI-U: dbles 6 1 *
120 7 PUS CPI-U: services (82-84� 100, SA) CPI-U: services 6 1 *
121 7 PUXF CPI-U: all items less food (82-84� 100, SA) CPI-U: ex food 6 1 *
122 7 PUXHS CPI-U: all items less shelter (82-84� 100, SA) CPI-U: ex shelter 6 6 1 *
123 7 PUXM CPI-U: all items less medical care (82-84� 100, SA) CPI-U: ex med 6 1 *
124 7 GMDC PCE,IMPL PR DEFL:PCE (1987� 100) PCE de� 6 2 *
125 7 GMDCD PCE,IMPL PR DEFL:PCE; durables (1987� 100) PCE de� : dlbes 6 4 2 *
126 7 GMDCN PCE,IMPL PR DEFL:PCE; nondurables (1996� 100) PCE de� :

nondble
6 2 *

127 7 GMDCS PCE,IMPL PR DEFL:PCE; services (1987� 100) PCE de� :
services

6 6 2 *

128 2 CES275 Average hourly earnings of production or
nonsupervisory workers on private no

AHE: goods 6 1

129 2 CES277 Average hourly earnings of production or
nonsupervisory workers on private no

AHE: const 6 1

130 2 CES278 Average hourly earnings of production or
nonsupervisory workers on private no

AHE: mfg 6 1

131 4 HHSNTN U. of mich. index of consumer expectations
(BCD-83)

Consumer
expect

2 1
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