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ABSTRACT

The aim is to improve small and medium-sized enterprises (SMEs)’ core competitiveness and 
financing attainability using deep learning (DL) under economic globalization. Accordingly, this work 
constructs a supply chain symbiosis system based on DL, economics, and Stackelberg game theory 
following a status quo analysis of the financing status of SMEs. Afterward, a structural framework 
of supply chain financing (SCF) is designed. Further, it verifies the effectiveness of the proposed 
back propagation neural network (BPNN) credit evaluation model through specific enterprise data. 
The results show that the proposed internet of things (IoT)-based SCF SMEs-oriented BPNN credit 
evaluation model reaches a prediction accuracy of 91.4%. It effectively eliminates information 
asymmetry between banks and various capitals. As a result, banks can guarantee operation funds 
for the supply chain SMEs and help them minimize project risks by lowering financing leverage and 
through information transparency.
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INTRODUCTION

By the end of the 20th century, market globalization and financial liberalization have become 
inevitable. The contradiction between the cost reduction of global core enterprises and the rising price 
of raw materials and human resources has become ever more severe. As a result, core enterprises 
with high market standing adopt credit sales mode and collection before delivery mode to reduce 
cash flow pressure and strengthen market competitiveness. In the credit sales mode, core enterprises 
pay after small- and medium-sized enterprises (SMEs) have provided raw materials. In the collection 
before delivery mode, core enterprises collect advanced payment from SMEs before delivering goods. 
However, both sales modes impose great finances on SMEs (Косимова, 2020; Ustyuzhanina et al., 
2019). Commercial banks use supply chain financing (SCF) to optimize the traditional point-to-point 
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service for supply chain core enterprises. In particular, SCF can connect the core enterprises with 
the upstream and downstream supply chain SMEs by linking the raw material supply, semi-finished 
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LITERATURE REVIEw

The green credit-based SCF has its origin in practical economic-financial activities. Commercial banks 
launch green credit-based SCF services as a more sustainable business model to strengthen customer 
trust and enhance corporate social responsibility (CSR). For example, SMEs in the upstream supply 
chain of developing countries can be encouraged to solve the problem of environmental pollution 
and provide financing services to SMEs (Lei et al., 2022).

There is plenty of research on the credit financing dilemma of SMEs and its causes. Turvey (2017) 
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METHODOLOGy

Analysis of SCF Structure in the IoT
From the perspective of banking business expansion, SCF refers to a financing pattern in which banks 
evaluate the whole supply chain through the core enterprises’ credit and supply chain management 
(SCM). Based on this, banks provide financial products to core enterprises in the strong link and 
upstream and downstream enterprises in weak ties. From the perspective of financing function, SCF 
is a new financing pattern integrating capital flow, information flow, and logistics, providing financial 
products and services for the monetary fund operation of the whole supply chain (especially SMEs). 
Thereby it improves the supply chain fund operation efficiency. From the functional perspective of 
financing scope, SCF integrates capital flow in SCM to provide credit financing for supply chain 
enterprises in weak links. Thus, SCF can provide financial products and services for these enterprises 
in all links (Heydari et al., 2017; Feng & Chen, 2022).

Essentially, SCF is a financial service of commercial banks based on the internal supply chain 
transaction structure. SCF uses a self-compensating trade financing model. It factors in logistics 
enterprises, core enterprises, and capital flow guidance tools as risk control variables. Meanwhile, 
SCF provides enterprises with credit extension, settlement, and financial services. For example, SCF 
can facilitate upstream raw material purchase and downstream goods delivery (Chen et al., 2017). 
This work combines the traditional financing structure with a neural network (NN) to improve the 
detection efficiency of the SCF structural model. Most current studies are limited to the qualitative 
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possible strategic decisions to maximize their interests until the Nash equilibrium is obtained (Liu et 
al., 2018). In the Stackelberg game model, the first decision-maker is called the leader. The remaining 
players, namely followers, make decisions according to the leader’s decision. Then, the leader re-
adjusts his decision according to the followers’ decision until the Nash equilibrium is reached. This 
work proposes the IoT financing structural model: banks make financing decisions with the loan 
interest rate (r) as the decision variable. Suppliers and dealers make operation decisions with order 
batch (Q) and wholesale price (W) as the decision variables.

Optimization of SCF Model
In the era of IoT, the Internet+ structure is flooded with every industry, generating massive amounts 
of data. Hence, efficient data processing has become one of the leading research topics. This work 
processes complex financial data by implementing the financing model using the BPNN, which is a 
multilayer feedforward neural network (FNN) with the characteristics of error backward transmission 
and signals onward transmission (Luo et al., 2018; Harish et al., 2021). The signals go from the input 
layer to the hidden layer and the output layer during forwarding transmission and are outputted. The 
BPNN can automatically extract the “reasonable rules” regarding data, learning to adjust network 
weights. Therefore, the BPNN is introduced and optimized to evaluate the supply chain process (Liu 
et al., 2019; Kaupadien et al., 2019). Specifically, the sample data or evaluation indexes are input 
into the BPNN algorithm, and the output is calculated:
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In Equation 1, the number of input nodes of node j is n; yi refers to the output value of the input 
node; and ωij denotes the weight between the ith node and the jth node. When i = 0, ωij represents 
the threshold, and xi = 1. Then, the expected output and the calculated output are compared, and the 
node threshold and weight of layer k are modified:

Figure 2. Financing structure mode
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In Equation 2, ωij stands for the threshold (the connection weight) of the ith node and the jth 
node in layer k−1; xi denotes the output value of the input node; η indicates the learning rate (LR; 0 
< η < 1); and α stands for the impulse coefficient (0 < α < 1). The value of σj is related to the bias. 
Equation 3 can calculate output nodes:

σ
j i i j i
y y d y= −( ) −( )1  (3)

The variables yi and dj denote the actual output and the expected result of the jth node, respectively. 
The outcome of the hidden layer node should be calculated backwards because its outcome cannot 
be compared:
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In Equation 4, xi means the actual output of node i; m represents the number of output nodes. 
The algorithm is iterative, every iteration means a learning cycle, and the value of ω will be adjusted 
at every learning cycle. In this way, the network is trained repeatedly, and results are output. The 
iteration does not stop until the error between the calculated and expected production is less than 
a given value. The learning and training process ends when the iteration stops, and the evaluation 
model is determined. The specific method is given in Figure 3.

Figure 3. Optimization flowchart of the BPNN-based financing model
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Data Source
SCF mainly serves SMEs. In China, the data disclosure system of SMEs is underdeveloped, and 
data collection is complex. Here, the sample enterprise data are chosen from the SME database of 
a commercial bank. Samples are selected based on three standards to obtain as much sample data 
as possible (Qamruzzaman & Jianguo, 2019): (1) SMEs in the petrochemical, automobile, and 
steel industries are selected, where SCF services have matured; (2) the scale of sampled enterprises 
should conform to the standard of SMEs in China; and (3) enterprise data should be comprehensive 
and reliable. Here, the information on upstream and downstream SMEs’ core enterprises is searched 
through websites such as Enterprise Investigation and Sky-Eye Investigation. Then, the corresponding 
qualitative information and financial data are acquired based on the results and the Shanghai Stock 
Exchange (SSE), Shenzhen Stock Exchange (SHZ), and Tonghuashun Website. Finally, 150 pieces 
of qualified enterprise data were selected (Lin et al., 2020).

Data Normalization Processing
Enterprises without a non-performing loan (NPL) are defined as Y = O. Enterprises with NPLs are defined 
as Y = l. Furthermore, five indexes are selected: the macro-economy, the characteristics of SMEs, core 
enterprises, the overall supply chain situation, and the actual situation of financing projects. Measurement 
standards for indexes are inconsistent, and the sample data do not have a uniform commonality. Therefore, 
the original data should be normalized to control all indexes within [0,1]. For some indexes, the greater 
their values are, the better the enterprise benefit is, as expressed in Equations 5–7:
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The values ymax = 1 and ymin = 0 are introduced into Equation 5 to obtain Equation 6:

y x x x x
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= −( ) −( )min max min
/  (6)

For other indexes, the smaller their values are, the better the enterprise benefit is, which is 
calculated by Equation 7:

y x x x x
i ij i i

= −( ) −( )max max min
/  (7)

Variables ximax and ximin demonstrate the maximum and minimum index values; xij refers to the j 
piece of data in the ith index. Here,150 pieces of enterprise sample data are divided into a training set 
and test set, each containing 80 and 70 samples, respectively, through the random sampling method 
without playback. The BPNN with two classification modes containing 28 input neurons and ten 
hidden layer nodes is realized by Matlab (Nord et al., 2019; Jia et al., 2018).

Performance Analysis
First, the discrimination of the BPNN credit evaluation model is tested under the original 150 pieces 
of sample data. At the same time, the bootstrap method is used to train and expand the BPNN credit 
evaluation model on richer sample data. The obtained results are compared with the original sample 
data. The given LR is ε = 0.05, the number of iterations is 2,000, and the target is 0.00001. The 
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excitation function of the hidden layer is set as logsig, the excitation function of the output layer is 
formed as purelin, and the training function is set as traingdx.

One hundred fifty pieces of data are divided into 80 and 70 parts of training and test samples, respectively. 
Seventy pieces of test samples are introduced into the trained BPNN credit evaluation model to obtain 70 
reports of output. Next, the results are sorted from large to small. Enterprises with and without NPLs are 
counted in each interval. The experimental environment is configured with an i7 central processing unit 
(CPU), 64-bit Windows 7 operating system, 16 GB random access memory (RAM), and MATLAB 2016b 
for programming (Barra et al.,  2020; Zhang, 2019; Tsai & Peng, 2017; Giri & Sarker,2017; Dar et al., 2017).

ANALySIS OF EMPIRICAL RESULTS

BPNN Test Results Before and After Optimization
Without putting back, the random sampling method is used to divide 150 groups of enterprise sample 
data into 80 training samples and 70 groups of testing samples. Then, Matlab realizes a binary 
classification pattern BPNN with 28 input neurons and ten middle layer nodes. Afterward, 80 groups 
of training samples are used to train the BPNN until the model converges within 124 training steps. 
The mean square error (MSE) is only 0.000951, and the network performance measured by the msereg 
function is 0.0381. Figure 4 demonstrates the results of the model training.

Figure 4 illustrates that the model output and absolute error are stable as the number of training 
samples changes. For example, the MSE is only 0.000951, and the production of the BPNN model 
optimized by the msereg function is 0.0381. The prediction accuracy is 96%. This shows that the 
optimized BPNN model has been well-trained on the training data set. Its performance has been 
significantly improved. Now, the trained BPNN is verified on the test set.

Figures 4c and 4d reveal that 6 of the 70 pieces of samples have been misjudged. Thus, the 
prediction accuracy of the BPNN model is 90.6%. Notably, the prediction accuracy of the BPNN 
model for enterprises with NPLs has reached 100%. Therefore, the proposed BPNN model can better 
process relevant data to pick enterprises without NPLs (Wu & Zhang, 2022).

Discrimination Test Results
Discrimination is an important index to measure the prediction ability of the credit evaluation model. 
Firstly, this work tests the discrimination of the BPNN credit evaluation model under the original 
150 groups of sample data. At the same time, the bootstrap method is used to train and expand the 
discrimination of the BPNN credit evaluation model on more extensive sample data. Secondly, the 
results are compared with the original sample data to obtain the final discrimination test results.

Figure 5 outlines the discrimination test result and receiver operating characteristic (ROC) curve before 
and after data normalization. Figures 5a and b calculate the final area under ROC (AUC) to be 0.9251. The 
BPNN credit evaluation model has high discriminability for evaluating the credit of SMEs in SCF, and its 
prediction accuracy is high. However, when the threshold is set higher than 0.9, a cliff appears in the curve, 
and the model’s prediction ability for enterprises with NLPs is almost zero. Presumably, there are insufficient 
sample enterprises with NLPs in the training set and only one in the test set. Therefore, the sample size 
must be expanded to obtain more accurate discrimination. A new sample dataset containing 150 groups is 
obtained using the bootstrap method for sampling with playback repeated 150 times. Then, all new data sets 
are integrated into sample data sets with a sample capacity of 750, containing 145 enterprises with NLPs.

Further, 750 groups of data are randomly divided into 400 training samples and 350 testing 
samples. The training and test sets contain 85 and 60 enterprises with NLPs, respectively. Next, 240 
results obtained on the test set are sorted according to size. Enterprises with and without NLPs in 
each interval are counted. Figures 5c and 5d corroborate that the improved BPNN credit evaluation 
model has high discrimination for SCF SMEs, and its prediction accuracy is high. The ROC indicates 
that the model performance has been significantly improved after increased data samples.
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Determination of Financing Optimization Parameters
Figure 6 counts the error of the proposed optimized BPNN credit evaluation model. Figure 6a compares 
the model error under a different number of hidden layers. The hidden layers selected are 10, 11, 12, 13, 
14, and 15, respectively. The model’s error decreases with the number of iterations. The model error 
converges the fastest when the number of hidden layers is 12, reaching as low as 0.49, which meets 
the error requirements of the system. Therefore, the number of hidden layers is finally selected as 12.

Figures 6b and 6c display the model error under LR = 0.03 and 0.004, respectively. The LR also 
dramatically impacts the convergence and stability of the BPNN. For example, when the LR = 0.03 
and 0.004, the model error is significantly reduced to 0.00000996 and 0.00000999, respectively. The 
error is more minor when LR = 0.03. Although the error under an LR = 0.004 and LR = 0.03 is much 
close, the error fluctuation is more severe when LR = 0.004. Through comprehensive analysis, the 
LR of the proposed BPNN credit evaluation model is 0.03.

Empirical Analysis of Different SCF SMEs-Oriented Credit Evaluation Models
Figure 7 compares the results of the performance of different models. It suggests that with an increase 
in sample enterprise data, the performance of different evaluation models varies greatly. In particular, 
the proposed BPNN credit evaluation model’s total misjudgment rate and accuracy are 8.6% and 
91.4% on the test set. The proposed BPNN credit evaluation model has the highest accuracy on the 
training set, with an average prediction accuracy of more than 95%. The CNN model follows right 
behind, with an average prediction accuracy of more than 93%. The prediction results on the test set 
and the training set are consistent. However, the prediction accuracy of the analytical hierarchy process 

Figure 4. Test results
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(AHP) model is relatively low, only about 75%. In addition, the misjudgment rate of the proposed 
BPNN credit evaluation model stays below 2.5% on the training set and about 10% on the test set, 
still very competitive over other network structures. The comparative analysis with other evaluation 
models suggests that the proposed BPNN credit evaluation model shows good prediction results in 
accuracy and misjudgment rate. Thus, the proposed SCF SMEs-oriented BPNN credit evaluation 
model has high predictability and overcomes the information asymmetry between banks and capitals.

DISCUSSION

Significance of Theory
Currently, the domestic theoretical research related to SCF mainly focuses on risk management and 
credit risk evaluation. On the one hand, supply chain risk management (SCRM) primarily uses the 
qualitative analysis method to discuss the classification and characteristics of risk comprehensively. 
There are few studies combining the quantitative analysis method and quantitative model to evaluate 
credit risks objectively. On the other hand, the SCF-oriented credit risk evaluation mainly considers the 

Figure 5. Results of the discrimination test and ROC curve
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Figure 6. Statistics of the proposed BPNN credit evaluation model error

Figure 7. Performance analysis results of different models



Journal of Organizational and End User Computing
Volume 35 • Issue 3

12

default risk of single enterprises. This work ignores the importance and status of financing enterprises 
concerning the whole supply chain and the transaction histories of core enterprises. Instead, from 
the perspective of banks and other financial institutions, it suggests controlling and evaluating SCF 
enterprises’ credit risk based on the supply chain’s overall characteristics.

In short, the traditional SCF risks are summarized systematically according to the financing stage 
based on the SCF risk management, the SCF enterprises’ characteristics, risk evaluation, and IoT-
based financial theory. China’s SCF has been developing toward Internetization in an all-around way, 
and IoT-based financing is still in its infancy. Thus, the research on traditional and emerging risks is 
of great value. The proposed BPNN credit evaluation model’s total misjudgment rate and accuracy 
on the test group are 8.6% and 91.4%. Compared with the latest model, it has apparent accuracy and 
misjudgment rate advantages. This work lays a foundation for subsequent risk assessment, information 
security simulation, and IoT-based financing platform construction. It provides a new theoretical 
research method for banks to evaluate SME credit risks.

Significance of Practice
Based on the idea of SCF, this paper shifts the focus of banks from SME credit evaluations to the 
whole supply chain evaluation, and from the static indexes, such as SME financial data, to the dynamic 
transaction facts. It helps banks grasp the essence behind SME credit risks. It is conducive for banks to 
deal with various risks, carry out SCF services, and help SCF enterprises solve financing difficulties.

Based on the previous studies, this work puts forward the SCF structural framework, but there 
are still many deficiencies. Firstly, the proposed model is based on a single financing cycle with a 
single supply chain goal. Accordingly, the follow-up work will consider the financing decision-making 
behavior of cooperative supply chain enterprises from multi-objectives and multi-cycles. Secondly, the 
structure, process, and benefits of various services of SCF have been introduced and analyzed from 
the perspective of enterprises. There are few discussions and evaluations on the financial innovation of 
SCF from the perspective of industry or government. The future work will conduct in-depth research 
in these two directions and constantly improve the research model.

CONCLUSION

In order to improve the core competitiveness of SMEs, this work constructs a supply chain symbiosis 
system based on deep learning, economics, and game theory following a status quo analysis of 
the financing situation of SMEs. It designs an SCF structural framework and further verifies the 
effectiveness of the proposed BPNN credit evaluation model using specific enterprise data. The results 
show that with the increasing number of sample enterprises, the performance of all control models 
and the proposed model fluctuates. The proposed BPNN credit evaluation model’s total misjudgment 
rate and accuracy on the test set are 8.6% and 91.4%. Compared with the latest model, it has obvious 
accuracy and misjudgment rate advantages. Lastly, some research deficiencies are observed: the 
accuracy of the proposed SCF SME-oriented BPNN credit evaluation model is greatly affected by the 
number and quality of training samples. With more enterprises joining the SCF, the proposed BPNN 
credit evaluation model can gradually improve its accuracy using sufficient samples. Meanwhile, 
every application will take some time before its mature industrial application, and so is the bank’s 
SCF business. Besides this, commercial banks’ evaluations of supply chain enterprise credit risks 
depend on personal experience, professional skills, sample number, and sample distribution. This 
results in fuzzy decision-making. To this end, the proposed BPNN credit evaluation model needs 
further improvement. On top of SMEs, other enterprise entities can be considered in the follow-up 
research. The qualitative credit risk evaluation indexes can be further refined and simplified.
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